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1 INTRODUCTION

Graphics processing units (GPUs) have been increasingly used in general-purpose applications due to their significant benefits in performance and performance-per-watt. Figure 1 depicts the trend on the performance per watt for widely deployed NVIDIA GPU and Intel CPU architectures. Albeit energy efficient, GPUs consume significant power during operation, and commodity system software for GPUs is not well designed to control their power consumption. This is largely due to the fact that GPUs are primarily designed to accelerate computations. It is desirable that the system software can manage the power consumption of GPUs in a reliable manner. Dynamic voltage and frequency scaling (DVFS) is widely used to reduce power consumption at runtime for CPUs [2, 4], however there is not much study whether DVFS works efficiently for GPUs or not.

This paper presents our initial work on the power and performance analysis of GPU-accelerated systems. In particular, we leverage Gdev [5], a new open-source implementation of first-class GPU resource management, to demonstrate the effect of GPU power scaling on real-world hardware, whereas the evaluations provided by previous work have been limited to simulations [3]. The ultimate goal of our project is to establish the theory and practice of DVFS schemes for GPU-accelerated systems, addressing correlative power and performance optimization problems. Toward this end, we make the following contributions in this paper: (i) verify the availability of voltage and frequency scaling for NVIDIA's Fermi GPU architecture using Gdev, (ii) analyze the implication of voltage and frequency scaling with the GPU and CPU, and (iii) identify the necessity and open issues of GPU and CPU coordinated DVFS algorithms.

2 EXPERIMENTAL SETUP

We conduct a power and performance analysis of two different GPU-accelerated systems. One system uses Intel Core i5 2400 and the other uses Intel Atom D525, while they both use the same NVIDIA GeForce GTX480 graphics card. Table 1 and 2 present our experimental configurations for the frequency levels of the CPU and the GPU, respectively. Note that we have not yet implemented a DVFS algorithm, while we make a static setup for the frequency and voltage of the CPU using standard Linux interface and that of the GPU using Gdev, when running the benchmarks, in order to analyze the potential of DVFS approaches to GPU-accelerated systems. A real implementation of the DVFS algorithms, however, is left for future work.

For the performance evaluation, we use four representative benchmark programs from the Rodinia benchmark suite 2.0.1 [1], providing the maximum size of data as inputs. The benchmark programs are compiled using CUDA. We measure the total power consumption of the entire system, since our experimental environment does not provide a way to measure the power consumption of the GPU individually apart from the CPU and other devices. We obtain the voltage and electric current from the power plug of the machine by connecting to the WT1600 digital power meter developed by Yokogawa Electric Corporation. This digital power meter is able to measure the voltage and electric current every 50ms, while it can also calculate the power consumption by multiplying them. Finally, we derive energy consumption by accumulating the power consumption measured during the executions of benchmark programs.
3 EVALUATION

Figure 2 presents the normalized execution time of each benchmark program, containing the details of workload showing the breakdown with respect to times consumed by the GPU and CPU. This evaluation evidences that the frequency of the GPU can be scaled under Gdev as well as that of the CPU. One may observe that the frequency of the GPU has greater impact on GPU-intensive workload such as heartwall, while has less impact on CPU-intensive workload such as backprop and hotspot in terms of execution time. This observation implies possible energy savings for “CPU-intensive” workload by applying DVFS to the GPU. In future work, we conduct more precise measurement, removing errors raised from cache effect and instrument manipulation.

Figure 3 shows a comparison of the GPU and CPU with different frequency levels in terms of the execution time, energy, and energy-delay product (EDP), normalized by a combination of the Low frequency levels. It indicates that the relationship between performance and power is not identical at all but is highly variable depending on workload. First, it is important to see that both the energy consumption and EDP are minimized by different combination of frequency levels in different benchmarks. For example, in the Core i5 platform, the best configuration for hotspot is CPU-H and GPU-L setting, where that for srad is CPU-H and GPU-H setting. It is also notable that the optimal setting is not identical between two platforms. The minimum energy consumption and EDP for srad in Atom platform are achieved by CPU-H and GPU-L setting where the best setting for Core i5 is CPU-H and GPU-H as discussed above. This indicates that we need an in-depth investigation in order to design an optimal GPU and CPU coordinated DVFS algorithm.

4 CONCLUSION

This paper has presented a power and performance analysis of GPU-accelerated systems with different frequency and voltage levels. We demonstrated that the power and performance of GPU-accelerated systems is very sensitive to workload and platforms. Therefore, we need a sophisticated GPU and CPU coordinated DVFS algorithm that optimizes both power and performance for various kinds of workload and platforms. This is one of the greatest challenges left for our future work.
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